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*Code to reproduce dataset publicly available: aka.ms/biasbios



Input data:
Biographies

Semantic representation + 
learning algorithm:

1. Bag-of-words + Logit

2. Word embedding + Logit

3. Word embedding + DNN

Objective:
Predict Y = Occupation





How do predictions change if explicit gender indicators are swapped?
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Theorem [FAT*’19]: If female fraction p < 0.5 and 
gender gap < 0, then female fraction in true positives < p.

(analogous for men)
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[Hellman’18]

If initial imbalance constitutes injustice: Model’s 
prediction is informed by, and compounds, previous 
injustice.



Surgeons

females in data: 

14.6%



Males:
71% recall

Females:
54% recall

females in data: 

14.6%

Surgeons

females in true positives: 

11.6%
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Rotational null hypothesis

1. Rotate X: X → XUr



Rotational null hypothesis

2. Find Ai,j,r

A1,j,r

A3,j,r

A2,j,r



Rotational null hypothesis

3. Calculate 𝞼i,j,r



Rotational null hypothesis

3. Calculate 𝞼i,j,r



Rotational null hypothesis

3. Calculate p-value:

pi,j  = [ 𝛅(𝞼i,j > 𝞼i,j,r) + 1]  / [ R + 1]

r = 1,2,...,10k



Rotational null hypothesis

4. Determine critical p-value, 𝞪-bound guarantee on 
false discovery rate (Benjamini-Hochbergh)
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.These associations do not reflect our views or those of the crowd workers٭
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"What's in a name? That which we call a rose

By any other name would smell as sweet."

William Shakespeare, Romeo and Juliet
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